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Abstract: Technology is growing at an exponential rate beyond human manageable abilities, In order to keep the pace with 

every growing industry we also need to make sure the practices which we follow are error free and well organized and governed 

which will lead to faster time to market, secure deployments, planned iteratively and well tested automatically where less 

human intervention is needed. It is seen that we are using a lot of toolsets for every stage of our deployment pipeline while 

deploying our applications, but to make it a smooth and error free deployment proper planning and choosing the right tool for 

every stage is very important. It has been seen that products which are much better in terms of quality fail to perform well as 

they don’t reach the market in time, features which are game changers don’t reach the audience in time which give advantage 

to our competitors to grow. This research work is an attempt to find the best suitable method of deployment which will be 

secure cloud migration by analyze the existing research literature, comparing the techniques. In this paper. Thus, in this paper, 

first, we have tried to review the possible toolsets and concepts which we can adopt and solve our problems from the existing 

literature. Next, we focus on using the specific toolsets like Microservices and CI/CD with each of our stages in our deployment 

pipeline. Following that we are discuss the deployment strategies and have listed the whole pipeline together and see how the 

tools fits in it. submit our conclusions with respect to investigating which is the best and the fastest way to securely deploy to 

cloud with an MVP (Minimal Viable Product). 
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1. INTRODUCTION 

 
Every organization is running behind moving 

to cloud, but just moving to cloud is not the only 

challenge when the transformation takes place. The 

challenge is to make sure how do you leverage being 

on Cloud, how do you automate every process which 

makes the continuous delivery and easy deployment, 

faster response, well tracked and less bugs. The aim of 

this work is to reduce the amount that organizations are 

stumbling in cloud deployment due to various factors 

such as the changes that need to be made, the people 

involved which requires cloud expertise, the processes 

that needs to be followed and the last one is the 

technology itself. During the transition, though the 

first three factors can be dealt with, the most important 

thing is the technological tools that we will use to 

deploy since the other factors are dependent on the 

choice of these tools. When we make applications for 

cloud we also need to plan accordingly and make use 

of microservices approach to efficiently scale our 

applications on one hand and save cost on the other 

hand. Agile and DevOps go hand in hand so being 

Agile solves majority of challenges which we will see 

further in this paper. Automatically creating and 

destroying infrastructure using IAC (Infrastructure as 

Code) tools would make our provisioning process fast 

and well governed. Focus on being cloud agnostic to 

make sure we can hop on any cloud without spending 

a penny. And finally focusing on the type of 

deployment making sure we get the high availability 

all the time. 

For a better understanding the paper has been 

structured covering the various aspects of our work as 

section 1: Introduction, section 2: The DevOps 

techniques, section 3: Microservices, section 4: 

describing the Continuous Integration & Continuous 

Deployment and section 5: Describing various 

Deployment strategies. 6: Project Structure 

 

2. DETAILS LEARNING OF DEVOPS 

TECHNIQUES  
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DevOps is a combination of Dev + Ops, 

which is helping us to solve the problems of these two 

teams working in Silos and thinking about a combine 

outcome futuristic solution. It is also known to build a 

culture change which will help the organization deliver 

faster with stable deployments. DevOps Techniques 

and tools have a large landscape, with the daily growth 

of new technologies and requirements to automate 

more and more new toolsets and new tools are coming 

into market which makes the process more automated 

and less of human intervention is needed. The DevOps 

Techniques gives you the real factor cloud as an 

excellent infrastructure for DevOps deployment to 

bust cloud business efficiency to maximize profit 

while maintaining quality service delivery[4]. E-

Business are totally relied on the DevOps Deployment 

to faster time to market. In the Survey paper, Lets first 

have a look at how DevOps Process and techniques are 

placed together. Muhammad Owais Khan, Awais 

Khan Jumani*, Farhan, Waqas Ahmed Siddique and 

Asad Ali Shaikh have explained in the research Paper 

“Fast Delivery, Continuously Build, Testing and 

Deployment with DevOps Pipeline Techniques on 

Cloud” have focussed on how automating everything 

using DevOps techniques gives us better and faster 

results[5]. Focussing on continuous Integration and 

continuous Delivery Implementation on Cloud. There 

has been recommendation to use Infrastructure as 

Code practices as one of the DevOps Techniques to 

have stable environments post deployments[6]. 

Deploying on Same configuration of servers avoid 

complexity and discrepancy. It’s also found that the 

Software Quality is improved significantly after 

adopting devops techniques, beautifully explained in 

“Improve Software Quality through practicing 

DevOps Automation” by Sikender[11]. 

 

 
 

Figure 1: DevOps Cycle 

 

Four considerations are significant when competing 

with the elite of the DevOps industry [12]. They are: 

 

i. Lead time 

ii. Frequency of release 

iii. Time for recovery 

iv. Change rate shift 

 

Spotify: A Case Study with Containerization using 

DevOps Technique - Spotify is a digital music service 

that uses microservice architecture which delivers a 

whole host of features like music streaming, logging in 

through social media credentials globally. This 

application keeps 60 million subscribers happy with 

their ultimate music streaming capability. Spotify 

enables microservices through containerization of a 

bundle of requests so that a single request will provide 

all the information through its interface, which helps 

the user not to make any repeated requests to match 

specific information. Spotify has been using this 

technology since 2014 and has been a key pillar for 

strategical scalability [27]. 

 
 

Figure 2: DevOps Metrics 

 

3. MICROSERVICES 
 

Microservice is a collection of small services 

that work together to fulfil the business requirements. 

In this section we discuss overview, its benefits, 

drawbacks, and characteristics [24]. Microservices 

approach is a term coined for breaking our application 

in to meaningful pieces which can be loosely coupled 

and can make sure our whole application doesn’t go 

down at once and at the same time save some cost. 

Microservices can be considered as one distributed set 

of applications which can be deployed at many places 

and still work as a single unit but in terms of high. 

Availability and scaling its easy. We can take an 

example of Lambda functions, a Login module of an 

application can be deployed to Lambda and can save 

cost as its only needed when the user login and later 

it’s not used, Lambda will only charge of its usage of 

login function but not hosting of the login function 

code. Archana Yadav Chikitsak Samuha’s S. S" in 

their research paper "Containerized Microservices 

architecture"[15] has completely contemplates 

microservices building plan alongside the different 
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points of interest and impediments of containerized 

microservices, objectives and the latest technology 

used. It has also been found in their research that how 

containers fit the need of microservices and how 

lightweight it is. How it separates the duties of each 

component. Goutam Kamat, S.G Raghavendra Prasad 

in their Research paper "Docker & Containers, The 

Future of Microservices" [24] has mentioned about the 

micro-services architecture and how docker will help 

to resolve the challenges in micro-service architecture. 

Portability of applications are also an important factor 

when we consider containerization as a Microservice 

tool. Efficiency of resource usage is also a reason why 

docker is preferred as a best for microservices [24]. 

 

Docker: A Container run time which helps us to host 

our application as a container. Docker permits you to 

run compartments. A holder is a sandboxed procedure 

running an application and its conditions on the host 

working framework. The application inside the 

compartment believes itself to be the main procedure 

running on the machine while the machine can run 

different holders freely [15]. Now we have our Docker 

Image which has our application, but the most 

important thing is to make it run in an organized 

manner which can help us scale and expose it to the 

world, we need an Orchestrator. Container 

Orchestrator tools like Kubernetes and Docker Swarm. 

Kubernetes provides more accessible, more efficient, 

and faster to convey administrations and applications 

[17]. 

Infrastructure as Code : 

 
Figure. 2: Ansible Architecture [13] 

 

Majority of the issue which developers faced where 

different type of infrastructure configuration causes 

most of the issues, This happens due to Human err, 

Many a time we fail to update few components, are 

build agents are not same, our server configurations 

are different, may be with different versions which 

doesn’t make the output always as expected. IAC is 

getting popular these days in DevOps tool. The 

infrastructure is configurable and reusable with use of 

high-level language in Terraform It provides the 

facility to create a blue-print of infrastructure and can 

be versioned too [18]. IAC helps us to automate the 

manual process of Infrastructure setup and 

configuration. Manual and Repetitive – In manual 

base, there are multiple server, multiple instance, and 

the business never can grow. Change not Tracked – 

How we do track the changes, we need to understand 

what change of the last version. In manual way it is 

very difficult to track the changes [5].  It replaces 

thousands of clicks in one single command which does 

exactly what its instructed to do. The infrastructure 

spined up using IAC tools are less buggy and are of 

same as what the configuration says. It can happen that 

a Human forgot to select an option while installing a 

tool or configuring a server but when we document it 

as source code it will always be applied by the tool or 

the machine. 

IAC can be classified as Provisioning and 

Configuration management. 

For provisioning we can use Cloud Formation, 

Terraform etc.  

Terraform is an infrastructure as code service/tool that 

allows user to build, change, and version infrastructure 

with safety and efficient manner [18]. 

 

Ansible is an IT automation tool. It can configure 

systems, run software, and configure advanced IT 

functions such as continuous deployment or non-

rollback updates. The main objectives of Ansible are 

simple and easy to use [23] . 

 

For Configuration management we can use Ansible 

which is most widely used 

 
4. CONTINUOUS INTEGRATION / 

CONTINUOUS DEPLOYMENT 

 

Cloud Agnostic is a very important factor in these 

days, As the Cloud Demand Surged, many vendors 

started selling their services which have mostly similar 

functionality but different names, in some cases 

different architectures and platforms. Now, if we take 

an example of an application which is hosted on 

Microsoft Azure and if I want to move it to AWS, it 

does take some efforts to move and migrate the 

application which might also not possible in some 

cases where we are using a native service/application 

of a Cloud Vendor. So, we need to plan our 

deployment models and process in such a way that it’s 

not locked to a specific vendor, it should be movable 

from one cloud to another with minimal code change 

and should help us navigate faster in the crowd of 

vendors while using the best offerings from each of 

them. 
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Figure 3: Continuous delivery and deployment 

 

CI/CD Tools : Delivering and deploying a new release 

manually is error-prone and can lead to delays and 

additional expenses[3]. CI/CD Tools helps us in 

designing the complete Build and Deployment 

Pipeline or a Release Pipeline We have a variety of 

CI/CD tools in the market which can help in achieve 

our goal to build and deploy our application anywhere. 

We can design and control the security aspects, Audit, 

Approvals and Notifications etc. Jenkins is the most 

used Open-source tool for CI/CD with variety of 

plugins and Features which are built and u 

pdated regularly. GITLAB is also emerging as a strong 

player in the Market, Azure DevOps on the other hand 

has 2 offerings one is Azure DevOps other is GITHUB 

Actions mostly based on YAML configuration, and 

you can focus on the logic. Bamboo, TeamCity, Circle 

CI, Travis CI are few examples of CI/CD offerings [8]. 

 

5. DEPLOYMENT STRATEGIES 

 

Deployment strategies plays a very important role, 

before we understand how we deploy our application 

let’s talk about the deployment types  

 

5.1 Blue Green: Blue Green Deployment is a 

deployment strategy which helps us to deploy on 

Active and Passive slots. In this type of setup, we have 

2 sets of Servers one is active and other is inactive, you 

deploy your application to the Inactive slot, test it and 

then redirect the traffic to the inactive one so the live 

traffic starts getting served from the server and marks 

the active server as Inactive. This approach is good but 

its costly as we must maintain 2 sets of infrastructure 

and only one set is being used while we must pay for 

both the sets. 

 

5.2 Canary: We have seen how big organizations 

release their product to a small set of public/audience 

and once they get positive feedback, they scale it 

slowly to everyone. Canary is the concept behind this. 

A deployment is done in % ratio like 10% or 20% and 

slowly scaled to 100% audience. 

 

5.3 Rolling Updates: This is a concept in Kubernetes 

deployment by default where a new deployment is 

created and then the old one is deleted gradually; this 

helps us to move the traffic slowly and steadily from 

one version to other. Kubernetes does health check of 

the applications to ensure it does not kill all your 

machines at the same time if something goes wrong 

during the deployment Kubernetes rollbacks the 

change for us[1]. 

 

6. PROJECT STRUCTURE 

 
In this Project we have 3 repositories  

 

1. Microservice App using Node JS, containerized 

using Docker, deployed using Kubernetes 

 

2. Infrastructure as Code Repo to create an AWS 

Environment  

 

3. Infrastructure as Code Repo to create a GKE 

Environment 

 

REPO 1:  Microservice App 

 

a) Source Code for Microservice App 

using Node Js 

 
 

 

b) Docker file for the Microservice App 
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c) Kubernetes Helm Chart 

 

 
 

d) CI CD Using Gitlab pipeline with 

gitlab-ci.yaml file 

 

 
 

e) CI/CD pipeline 
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f) Test Cases 

 
g) Testing using SAST 

 
h) Post Deployment of Microservices 

Application 

 

 
 

 

 

 

 

7. CONCLUSIONS 

 
Cloud deployment of existing native applications 

and migrating to cloud application development 

though have been eased with so much technological 

tools, the usage of correct tools and deployment is 

still an area of concern and needs a special expertise 

to resolve the issues. In this research, it is found that 

Cloud Deployment can be done using the above-

mentioned tools and strategies based on the Cloud 

Native Approach, from initiation of the idea to the 

deployment of the application. It’s been observed 

how important is Agile to DevOps, how we can 

work iteratively and deliver the project faster. The 

strategic cultural aspects and trainings can help us 

achieve our goals faster and can make us automate 

more and more things. To achieve success, we need 

to make sure we execute the best practices and 

proper guidance in automating the complete cloud 

deployment process using DevOps tools. From the 

literature review and comparison with the tools it’s 

been found that the Microservices Approach with 

the inclusion of the best practices of CI/CD in 

Infrastructure as Code implementation can provide 

us with the best results. 
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